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#### Abstract

The multiple scattering extensions of the pulsed field gradient (PFG) experiments can be used to characterize restriction-induced anisotropy at different length scales. In double-PFG acquisitions that involve two pairs of diffusion gradient pulses, the dependence of the MR signal attenuation on the angle between the two gradients is a signature of restriction that can be observed even at low gradient strengths. In this article, a comprehensive theoretical treatment of the double-PFG observation of restricted diffusion is presented. In the first part of the article, the problem is treated for arbitrarily shaped pores under idealized experimental conditions, comprising infinitesimally narrow gradient pulses with long separation times and long or vanishing mixing times. New insights are obtained when the treatment is applied to simple pore shapes of spheres, ellipsoids, and capped cylinders. The capped cylinder geometry is considered in the second part of the article where the solution for a double-PFG experiment with arbitrary experimental parameters is introduced. Although compartment shape anisotropy (CSA) is emphasized here, the findings of this article can be used in gleaning the volume, eccentricity, and orientation distribution function associated with ensembles of anisotropic compartments using double-PFG acquisitions with arbitrary experimental parameters.
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## 1. Introduction

Heterogeneous specimens contain several different species of molecules, which may be in different phases. In one scenario, a population of enclaves within a solid matrix may be filled with a liquid whose molecules possess nuclear magnetism, hence are MR observable. When the time scale of the MR experiment is sufficiently long for a significant portion of the molecules to probe the pore-grain interface, the effect of molecular diffusion on the MR signal can be quantified to procure information about the porous structure.

The incorporation of pulsed gradients into standard MR pulse sequences [1] has made it possible to enhance the effects of diffusion on the MR signal intensity in a controllable manner. In its most widely employed form, these pulsed field gradient (PFG) experiments comprise one pair of gradients to encode displacements that occur between the application of the two pulses. Such experiments will be referred to hereafter as single-PFG acquisitions.

Among other information, the anisotropy of the pores can be obtained as a result of the restricting character of the solid host domain. However, in random media, the orientation of the pores is randomly distributed, making the single-PFG MR signal invariant to changes in the direction of the gradients. Consequently, the measured anisotropy in single-PFG acquisitions emerges from the

[^0]interplay between the anisotropy of the compartments (hereafter referred to as compartment shape anisotropy, CSA) and the coherence in the population of these compartments (hereafter referred to as ensemble anisotropy, EA). Therefore, single-PFG MR provides a feasible means to characterize any coherence in the orientation of restricting domains.

This observation has proven to be particularly significant for biological applications of MR. In fact, the orientational dependence (anisotropy) of the diffusion-weighted MR signal intensity has been exploited to generate exquisite contrast between whiteand gray-matter regions of the brain $[2,3]$. Further, when there is significant anisotropy in the MR signal, the voxel-averaged orientation of the cells can be computed, and anatomical connections between different regions of the brain can be mapped [4,5]. As established by experimental investigations, anisotropy observed in neural tissue specimens via single-PFG acquisitions is primarily a product of the interaction between cellular membranes and diffusing water molecules, suggesting the restricting character of the cellular membranes [6,7]. Thus, such anisotropy is observed when the cells have an elongated shape. Moreover, any incoherence in the orientation of a collection of cells leads to a decrease in the observed anisotropy [3].

Although single-PFG has been successful in characterizing the coherence (EA) of pores with CSA, the deduced anisotropy information is compromised due to the influence of one type of anisotropy on the other. Therefore, decoupling various mechanisms of anisot-
ropy could be very useful in obtaining information about the shape of the cells and, independently, an orientation distribution function for the population of cells within the voxel.

A natural extension of single-PFG acquisitions could decouple the effects of different mechanisms of anisotropy. This extension is achieved by applying two pairs of diffusion gradients [8] separated from each other by a mixing time, $t_{\mathrm{m}}$, and will be referred to as double-PFG acquisitions. A spin echo version of such a pulse sequence is illustrated in Fig. 1. Variants of this double-PFG sequence have been considered for and employed in a host of different applications [9-16].

An early theoretical investigation of the effects of restricted diffusion on the double-PFG signal suggested that even for isotropically distributed pores, the MR signal intensity may be dependent on the angle between the two gradients of the dou-ble-PFG sequence [17]. This early work predicted that angular dependence at long mixing times would be observed only when the compartments were non-spherical. Moreover, at short mixing times, even spherical pores exhibited such an angular dependence. This result points to yet another mechanism of anisotropy, called microscopic anisotropy $(\mu \mathrm{A})$. This kind of anisotropy was predicted to influence the signal even at very low diffusion weightings [17], and suggested a means of obtaining a signature for restricted diffusion conveniently, because the presence of $\mu \mathrm{A}$ is tantamount to the existence of restrictions.

Fig. 2 illustrates when these three different mechanisms of anisotropy may be encountered. When the cells are spherical, only $\mu \mathrm{A}$ can be observed. A randomly oriented population of anisotropic cells will, in addition, exhibit CSA. Finally, if the anisotropic cells have any orientational preference in their alignment, all three mechanisms of diffusion anisotropy- $\mu \mathrm{A}, \mathrm{CSA}$, and EA-coexist.

Diffusion-induced anisotropy of the signal is not the only signature for restricted diffusion that double-PFG experiments provide. Similar to the case in single-PFG acquisitions [18], the double-PFG


Fig. 1. The spin-echo version of the double-PFG experiment. The radiofrequency (RF) pulses are depicted using black boxes, whereas blank rectangles illustrate the diffusion-sensitizing gradient pulses, denoted by the gradient vectors $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$, with durations $\delta_{1}$ and $\delta_{2}$, respectively. $\Delta_{1}$ and $\Delta_{2}$ denote the separation of the two pulses in the respective PFG blocks. The two encoding blocks are separated from each other by the mixing time, $t_{\mathrm{m}}$.


Fig. 2. Three different scenarios for diffusion anisotropy. On the left is a population of isotropic pores that exhibits only microscopic anisotropy ( $\mu \mathrm{A}$ ) at a subcompartmental length scale induced by the restricting walls. If the pores have an elongated structure, the specimen is said to possess compartment shape anisotropy (CSA) as well. The center image depicts a randomly distributed population of such compartments. The panel on the right has a different arrangement of the same pores where all pores are coherently oriented. When there is any coherence in the orientation of the anisotropic pores, the specimen additionally exhibits ensemble anisotropy (EA).
signal, when plotted against the gradient strength, does not decay monotonically-a phenomenon called diffusion-diffraction [19]. In addition, double-PFG signal at short mixing times was predicted to become negative at a gradient strength smaller than that necessary to observe the non-monotonicity in single-PFG MR acquisitions. Moreover, unlike the diffraction wells in single-PFG acquisitions, the zero-crossing of the double-PFG signal decay curves was shown to be robust to the heterogeneity of the specimen [19]. These predictions were recently validated experimentally [20].

In a recent study [21], a theoretical treatment for the detection of $\mu \mathrm{A}$ via double-PFG experiments was presented. There, the emphasis was placed on the quadratic term in a Taylor series expansion of the signal, which exhibited $\mu \mathrm{A}$. The analysis did not make any assumption regarding the experimental timing parameters, and significant changes in the estimates of compartment size were predicted if double-PFG data was analyzed using the formulations in Ref. [17], which assumed limiting values for the experimental timing parameters. More recently, Shemesh et al. confirmed experimentally that accurate size estimates are feasible only when the experimental parameters were accounted for, as long as the diffusion time is not extraordinarily short [22]. In Ref. [21], the need to decouple the effects of EA and $\mu \mathrm{A}$ was recognized and a scheme to do so was introduced.

Following Mitra's recognition for the prospect of resolving CSA in a randomly distributed ensemble of pores [17], Cheng and Cory performed experiments on elongated yeast cells, and reported successful delineation of cell eccentricity using double-PFG MR at long mixing times [23]. In their analysis, the cells were assumed to be ellipsoids of revolution, and cell size and eccentricity were estimated by using data obtained by setting the angle between the two gradients to $0^{\circ}$ and $90^{\circ}$. The brief analytical treatment in Ref. [23] made the same assumptions as in Ref. [17] regarding the experimental timing parameters. It is surprising that despite its far reaching implications, the double-PFG experiments have not been studied extensively to assess the CSA.

In this article, we provide a comprehensive theoretical treatment of the problem of double-PFG experiments by extending the theory of restricted diffusion to account for CSA as well. In the next section, we set the experimental timing parameters to their limiting values. The derivations are based on arbitrary pore shapes, although two symmetry conditions were imposed in obtaining a Taylor series representation of the signal intensity for simplicity. Explicit relations up to the fourth-order term in a Taylor series expansion of the signal are provided. Then more specific pore geometries consisting of spherical, ellipsoidal, and cylindrical pores are considered, for which solutions can be obtained for arbitrary gradient strengths. In the subsequent section, we derive a general solution of the double-PFG acquisition that takes all experimental conditions of the acquisition into account. These formulations are based on a recent generalization [24] of the multiple correlation function method [25,26].

## 2. Double-PFG MR in "ideal" experimental conditions

It is a formidable task to derive a general signal attenuation expression for the double-PFG acquisitions with arbitrary experimental parameters and for arbitrarily shaped pores. Therefore, as mentioned in the Introduction, a number of simplifying assumptions have been made in the past. In this section, we shall address the problem in ideal experimental parameters, i.e., when infinitesimally narrow diffusion pulses ( $\delta=0$ ), separated from each other by infinitely long diffusion times $(\Delta \rightarrow \infty)$, are employed. Moreover, the mixing time is considered to be either infinitely long $\left(t_{\mathrm{m}} \rightarrow \infty\right)$ or vanishing ( $t_{\mathrm{m}}=0$ ). Let us define a vector quantity, $\mathbf{q}$, to be the time integral of a gradient pulse multiplied by $(2 \pi)^{-1} \gamma$, where $\gamma$ is the gyromagnetic ratio of the spins being examined.

Clearly, for rectangular pulses, $\mathbf{q}=(2 \pi)^{-1} \gamma \delta \mathbf{G}$, where $\delta$ is the duration of a gradient pulse defined by the gradient vector, $\mathbf{G}$. For simplicity, we assume that the q-vectors used in the two PFG blocks of the double-PFG acquisition have the same magnitude, i.e., $q:=\left|\mathbf{q}_{1}\right|=\left|\mathbf{q}_{2}\right|$. Further we shall denote by $\hat{\mathbf{v}}$ the unit vector parallel to a vector $\mathbf{v}$, e.g., $\mathbf{q}_{1}=q \hat{\mathbf{q}}_{1}$.

### 2.1. General pore shapes

### 2.1.1. Arbitrary $q$-values

We start by considering arbitrary pore shapes and $q$-values. Let $V$ denote the volume of the pore space. The double-PFG MR signal at ideal experimental conditions with infinitely long mixing times is given by $[17,19]$
$E_{\infty}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\left|\tilde{\rho}\left(\mathbf{q}_{1}\right)\right|^{2}\left|\tilde{\rho}\left(\mathbf{q}_{2}\right)\right|^{2}$,
where $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ are the wavevectors in the first and second PFG blocks, respectively. The function $\tilde{\rho}(\mathbf{q})$ is defined by the relation
$\tilde{\rho}(\mathbf{q})=\int_{V} d \mathbf{r} \rho(\mathbf{r}) e^{-i 2 \pi \mathbf{q} \cdot \mathbf{r}}$,
where $\rho(\mathbf{r})$ is the initial spin density. The signal intensity at vanishing mixing times is also given in terms of this function to be [17,19]
$E_{0}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\tilde{\rho}\left(\mathbf{q}_{1}\right) \tilde{\rho}\left(\mathbf{q}_{2}\right) \tilde{\rho}\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right)^{*}$.
Note that the above relationships yield the MR signal attenuation for a single pore oriented in a particular way, or equivalently, when all pores are identical and coherently oriented.

A more general scenario involves a distribution of pore orientations. In this case, the MR signal can be evaluated by taking the orientational average of the above expressions. Such an operation will be denoted by $\langle.\rangle_{\hat{\Omega}}$. When the pores possess a symmetry axis, the direction of that axis uniquely determines the orientational state of the pore. In this case, orientational averaging can be performed by an integral over the surface of the unit sphere, i.e.,
$\left\langle E\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)\right\rangle_{\widehat{\boldsymbol{\Omega}}}=\int_{S} d \hat{\mathbf{u}} f(\hat{\mathbf{u}}) E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right)$,
where $\hat{\mathbf{u}}$ denotes the orientation of the symmetry axis of a particular pore, and $f(\hat{\mathbf{u}})$ is the pore orientation distribution function defined over the surface of the unit sphere, denoted by S. It should be noted that we dropped the subscript of $E$ as the above expression applies to all values of the experimental parameters including $t_{\mathrm{m}}$.

As demonstrated in Ref. [21], a convenient representation of the orientation distribution function is given in terms of spherical harmonics by
$f(\hat{\mathbf{u}})=\sum_{l=0,2,4, \ldots}^{\infty} \sum_{m=-l}^{l} f_{l m} Y_{l m}(\hat{\mathbf{u}})$,
where the terms corresponding to odd-l values were dropped under the assumption that $f(\hat{\mathbf{u}})$ is antipodally symmetric. It should be noted that $f_{00}$ is always equal to $(4 \pi)^{-1 / 2}$ as a result of the normalization condition for $f(\hat{\mathbf{u}})$. When Eq. 5 is inserted into Eq. 4, one obtains the expansion

$$
\begin{align*}
\left\langle E\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)\right\rangle_{\widehat{\mathbf{\Omega}}}= & \left\langle E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right)\right\rangle_{\text {iso }}+\sum_{l=2,4, \ldots}^{\infty} \\
& \times \sum_{m=-l}^{l} f_{l m} \int_{S} d \hat{\mathbf{u}} Y_{l m}(\hat{\mathbf{u}}) E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right), \tag{6}
\end{align*}
$$

where
$\left\langle E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right)\right\rangle_{\text {iso }}=\frac{1}{4 \pi} \int_{S} d \hat{\mathbf{u}} E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right)$.
Note that this term is independent of any coherence in the orientation of the pores in the ensemble, and thus immune to EA. There-
fore, the separation of this term is of particular interest for the problem tackled in this article, as it provides a way to decouple EA and other kinds of anisotropy. In fact, this scheme was proposed first in Ref. [21] to isolate the effects of $\mu \mathrm{A}$ and EA .

### 2.1.2. Small $q$-values

To elucidate salient characteristics of the MR signal, a Taylor series expansion of the MR signal decay up to the fourth order term is employed in this section. When this is done, the results are applicable in a limited range of $q$-values; therefore the findings of this section will primarily be used for pedagogical purposes. To this end, we start by considering arbitrary pore shapes. However, as outlined below, a significant simplification of the problem is achieved when the pores are assumed to possess a symmetry axis, and when the pore shape is symmetric under reflections about its center of gravity.

The $\tilde{\rho}(\mathbf{q})$ function defined above can be expanded in a Taylor series around $q=0$, yielding the expression
$\tilde{\rho}(\mathbf{q})=1-\frac{(2 \pi q)^{2}}{2} A(\hat{\mathbf{q}})+\frac{(2 \pi q)^{4}}{24} B(\hat{\mathbf{q}})+\mathcal{O}\left((2 \pi q a)^{6}\right)$,
where $a$ is the longest end-to-end distance in the pore. We dropped the odd ordered terms assuming that the pore is symmetric under reflections about its center of gravity. The functions $A(\hat{\mathbf{q}})$, and $B(\hat{\mathbf{q}})$ are given by
$A(\hat{\mathbf{q}})=\frac{1}{V} \int_{V} d \mathbf{r}(\hat{\mathbf{q}} \cdot \mathbf{r})^{2}$,
$B(\hat{\mathbf{q}})=\frac{1}{V} \int_{V} d \mathbf{r}(\hat{\mathbf{q}} \cdot \mathbf{r})^{4}$,
where we have taken $\rho(\mathbf{r})=V^{-1}$. The orientationally averaged dou-ble-PFG MR signal at small values of $2 \pi q a$, and long mixing times is given by

$$
\begin{align*}
\left\langle E_{\infty}\right\rangle_{\widehat{\Omega}} & \simeq\left\langle\left(1-\frac{(2 \pi q)^{2}}{2} A\left(\hat{\mathbf{q}}_{1}\right)+\frac{(2 \pi q)^{4}}{24} B\left(\hat{\mathbf{q}}_{1}\right)\right)^{2}\right. \\
& \left.\times\left(1-\frac{(2 \pi q)^{2}}{2} A\left(\hat{\mathbf{q}}_{2}\right)+\frac{(2 \pi q)^{4}}{24} B\left(\hat{\mathbf{q}}_{2}\right)\right)^{2}\right\rangle_{\hat{\Omega}} \tag{10}
\end{align*}
$$

Since a scheme of removing the effects of EA has already been introduced above, we can focus on the EA-independent "component" of the signal, which is the same expression as that obtained for isotropically (e.g., randomly) distributed pores. Again we make the assumption that the pores possess a symmetry axis; rotations around this axis do not change the geometry. In this case, the signal intensity can be written as
$\left\langle E_{\infty}\right\rangle_{\text {iso }} \simeq\left\langle 1-2(2 \pi q)^{2} A(\hat{\mathbf{q}})+\frac{(2 \pi q)^{4}}{6}\left(B(\hat{\mathbf{q}})+3 A(\hat{\mathbf{q}})^{2}+6 A\left(\hat{\mathbf{q}}_{1}\right) A\left(\hat{\mathbf{q}}_{2}\right)\right)\right\rangle_{\text {iso }}$.

The isotropic orientational averaging can be performed on a term-by-term basis. Moreover, in the evaluation of $\langle A(\hat{\mathbf{q}})\rangle_{\text {iso }},\langle B(\hat{\mathbf{q}})\rangle_{\text {iso }}$, and $\left\langle A(\hat{\mathbf{q}})^{2}\right\rangle$, instead of integrating over different pore orientations, the porise orientation can be held constant, and the integral can be performed over the gradient direction, i.e.,

$$
\begin{align*}
& \langle A\rangle_{\text {iso }}=\frac{1}{4 \pi V} \int_{V_{0}} d \mathbf{r} \int_{S} d \hat{\mathbf{q}}(\hat{\mathbf{q}} \cdot \mathbf{r})^{2}  \tag{12}\\
& \langle B\rangle_{\text {iso }}=\frac{1}{4 \pi V} \int_{V_{0}} d \mathbf{r} \int_{S} d \hat{\mathbf{q}}(\hat{\mathbf{q}} \cdot \mathbf{r})^{4}  \tag{13}\\
& \left\langle A^{2}\right\rangle_{\text {iso }}=\frac{1}{4 \pi V^{2}} \int_{V_{0}} d \mathbf{r}_{1} \int_{V_{0}} d \mathbf{r}_{2} \int_{S} d \hat{\mathbf{q}}\left(\hat{\mathbf{q}} \cdot \mathbf{r}_{1}\right)^{2}\left(\hat{\mathbf{q}} \cdot \mathbf{r}_{2}\right)^{2}, \tag{14}
\end{align*}
$$

where $V_{0}$ denotes the volume occupied by the pore oriented in a particular direction. Note that the arguments of $A$ and $B$ were dropped for brevity.

The remaining quantity $\left\langle A_{12}\right\rangle_{\text {iso }}:=\left\langle A\left(\hat{\mathbf{q}}_{1}\right) A\left(\hat{\mathbf{q}}_{2}\right)\right\rangle_{\text {iso }}$ is given by the similar expression
$\left\langle A_{12}\right\rangle_{\text {iso }}=\frac{1}{4 \pi V^{2}} \int_{V_{0}} d \mathbf{r}_{1} \int_{V_{0}} d \mathbf{r}_{2} \int_{S} d \hat{\mathbf{q}}_{1}\left(\hat{\mathbf{q}}_{1} \cdot \mathbf{r}_{1}\right)^{2}\left(\hat{\mathbf{q}}_{2} \cdot \mathbf{r}_{2}\right)^{2}$.
However, this expression is not immediately useful because as $\hat{\mathbf{q}}_{1}$ is varied, $\hat{\mathbf{q}}_{2}$ should vary accordingly. Therefore, it is convenient to decompose $\hat{\mathbf{q}}_{2}$ into components parallel and perpendicular to $\hat{\mathbf{q}}_{1}$, i.e., $\hat{\mathbf{q}}_{2}=\hat{\mathbf{q}}_{1} \cos \psi+\hat{\mathbf{q}}_{\perp} \sin \psi$, where $\psi$ is the angle between $\hat{\mathbf{q}}_{1}$ and $\hat{\mathbf{q}}_{2}$, and $\hat{\mathbf{q}}_{\perp}$ is a unit vector perpendicular to $\hat{\mathbf{q}}_{1}$, i.e., $\left|\hat{\mathbf{q}}_{\perp}\right|=1$, and $\hat{\mathbf{q}}_{\perp} \cdot \hat{\mathbf{q}}_{1}=0$. When the expression

$$
\begin{align*}
\left(\hat{\mathbf{q}}_{2} \cdot \mathbf{r}_{2}\right)^{2}= & \left(\hat{\mathbf{q}}_{1} \cdot \mathbf{r}_{2}\right)^{2} \cos ^{2} \psi+\left(\hat{\mathbf{q}}_{\perp} \cdot \mathbf{r}_{2}\right)^{2} \sin ^{2} \psi \\
& +\left(\hat{\mathbf{q}}_{1} \cdot \mathbf{r}_{2}\right)\left(\hat{\mathbf{q}}_{\perp} \cdot \mathbf{r}_{2}\right) \sin (2 \psi) \tag{16}
\end{align*}
$$

is inserted into Eq. 15 , the contribution from the $\sin (2 \psi)$ term vanishes as a result of the symmetry about the center of gravity of the pore. Therefore, $\left\langle A_{12}\right\rangle_{\text {iso }}$ is given by
$\left\langle A_{12}\right\rangle_{\text {iso }}=\left\langle A^{2}\right\rangle_{\text {iso }} \cos ^{2} \psi+\left\langle A_{\perp}\right\rangle_{\text {iso }} \sin ^{2} \psi$,
where
$\left\langle A_{\perp}\right\rangle_{\text {iso }}=\frac{1}{4 \pi V^{2}} \int_{V_{0}} d \mathbf{r}_{1} \int_{V_{0}} d \mathbf{r}_{2} \int_{S} d \hat{\mathbf{q}}\left(\hat{\mathbf{q}} \cdot \mathbf{r}_{1}\right)^{2}\left(\hat{\mathbf{q}}_{\perp} \cdot \mathbf{r}_{2}\right)^{2}$.
In the evaluation of this expression, $\hat{\mathbf{q}}_{\perp}$ should always remain perpendicular to $\hat{\mathbf{q}}$ in the same sense. Assume that at a particular instance, when $\hat{\mathbf{q}}$ is the unit direction along the z -axis, $\hat{\mathbf{q}}_{\perp}$ is oriented along $\hat{x}$. The transformation that converts $\hat{z}$ into an arbitrary orientation,
$\hat{\mathbf{q}}=\left(\begin{array}{c}\sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta\end{array}\right)$,
where $\theta$ and $\phi$ are, respectively, the polar and azimuthal angles, is the rotation around the axis $(-\sin \phi, \cos \phi, 0)^{\mathrm{T}}$ by an angle $\theta$. The same rotation will transform $\hat{x}$ into the orientation
$\hat{\mathbf{q}}_{\perp}=\left(\begin{array}{c}\cos \theta \cos ^{2} \phi+\sin ^{2} \phi \\ -(1-\cos \theta) \sin \phi \cos \phi \\ -\sin \theta \cos \phi\end{array}\right)$.
With these definitions, inserting Eq. 17 into Eq. 11 yields a signal attenuation of

$$
\begin{align*}
\left\langle E_{\infty}\right\rangle_{\text {iso }} & \simeq 1-2(2 \pi q)^{2}\langle A\rangle_{\text {iso }} \\
& +\frac{(2 \pi q)^{4}}{6}\left[\langle B\rangle_{\text {iso }}+3(2+\cos (2 \psi))\left\langle A^{2}\right\rangle_{\text {iso }}\right. \\
& \left.+3(1-\cos (2 \psi))\left\langle A_{\perp}\right\rangle_{\text {iso }}\right] \tag{21}
\end{align*}
$$

at long mixing times.
The double-PFG signal intensity at short mixing times can be calculated using essentially the same procedure and definitions. The details of this derivation are not provided. The result is given by

$$
\begin{align*}
\left\langle E_{0}\right\rangle_{\text {iso }} & \simeq 1-(2 \pi q)^{2}(2+\cos \psi)\langle A\rangle_{\text {iso }} \\
& +\frac{(2 \pi q)^{4}}{24}\left[2(4+4 \cos \psi+\cos (2 \psi))\langle B\rangle_{\text {iso }}\right. \\
& +3(7+8 \cos \psi+3 \cos (2 \psi))\left\langle A^{2}\right\rangle_{\text {iso }} \\
& \left.+9(1-\cos (2 \psi))\left\langle A_{\perp}\right\rangle_{\text {iso }}\right] . \tag{22}
\end{align*}
$$

It should be noted that the quadratic terms in the above expressions are consistent with previous work. The quadratic term at $t_{\mathrm{m}}=0$ has an angular dependence characterized by the function $(2+\cos \psi)$ as first demonstrated by Mitra in Ref. [17]. The angular independence of the quadratic term for the experiment at long mixing times had also been predicted by Mitra who suggested that the fourth-order term in this regime would exhibit angular dependence only if the pores were anisotropic. This finding is also consistent with Eq. 21 above as $\left\langle A^{2}\right\rangle_{\text {iso }}=\left\langle A_{\perp}\right\rangle_{\text {iso }}$ for spherical pores. Note that this equation indicates in in addition that the "angular frequency" of $\left\langle E_{\infty}\right\rangle_{\text {iso }}$ is twice that in the quadratic term of $\left\langle E_{0}\right\rangle_{\text {iso }}$. Interestingly, the $\cos (2 \psi)$ dependence emerges in the fourth-order term of $\left\langle E_{0}\right\rangle_{\text {iso }}$ as well. However, $\cos (2 \psi)$ dependent terms do not cancel for isotropic (spherical) pores at short mixing times.

### 2.2. Special pore shapes

In this section, we shall provide explicit relationships for the three special pore shapes illustrated in Fig. 3. The first case involves a spherical pore of radius $R_{0}$. The second geometry is obtained by isotropically distributing ellipsoids of revolution with semi axes of $b, b$, and $c$. Clearly, when $c>b$, one obtains a prolate ellipsoid, whereas oblate shapes are obtained when $b>c$. The third geometry contains an isotropic distribution of capped cylinders of radius $r_{0}$ and length L. We shall express the CSA of the latter two geometries via defining a quantity $\epsilon=c / b$ in the case of ellipsoidal pores, and $\epsilon=L /\left(2 r_{0}\right)$ in the case of cylindrical pores. Clearly, the spherical pore is just a special case of the ellipsoidal pore with $c=R_{0}$ and $\epsilon=1$.

For arbitrary $q$-values, Eqs. (1)-(3) can be used to calculate the signal when the pore is oriented along an arbitrary direction. The relevant $\tilde{\rho}(\mathbf{q})$ functions, for the considered geometries of spherical (sph), ellipsoidal (ell), and cylindrical (cyl) pores, are given by [19,27]
$\tilde{\rho}^{\mathrm{sph}}(\mathbf{q})=\frac{3}{\left(2 \pi q R_{0}\right)^{2}}\left[\frac{\sin \left(2 \pi q R_{0}\right)}{2 \pi q R_{0}}-\cos \left(2 \pi q R_{0}\right)\right]$
$\tilde{\rho}^{\mathrm{ell}}(\mathbf{q})=\frac{3}{(2 \pi Q)^{2}}\left[\frac{\sin (2 \pi Q)}{2 \pi Q}-\cos (2 \pi Q)\right]$
$\tilde{\rho}^{\text {cyl }}(\mathbf{q})=\frac{\sin \left(\pi q_{\|} L\right) J_{1}\left(2 \pi q_{\perp} r_{0}\right)}{\pi^{2} q_{\|} q_{\perp} L r_{0}}$
where in the expressions for ellipsoidal as well as cylindrical pores, $q_{\|}$and $q_{\perp}$ are the components of $\mathbf{q}$ parallel and perpendicular to the symmetry axis, respectively. Moreover, $Q:=\left(b^{2} q_{\perp}^{2}+c^{2} q_{\|}^{2}\right)^{1 / 2}$. Once the signal attenuation for a particular pore orientation is obtained, $\langle E\rangle_{\text {iso }}$ can be evaluated using Eq. 7.

The Taylor series expansions for the signal attenuation are obtained using the relations derived in the previous section. At long mixing times, these expressions are given after some algebra by


Fig. 3. Special geometries considered in this article. Left: sphere of radius $R_{0}$. Middle: ellipsoid of revolution (spheroid) of semi axes $b, b$, and $c$. Right: capped cylinder of radius $r_{0}$, and length $L$. The angle between the two gradient vectors is denoted by $\psi$.

$$
\begin{align*}
E_{\infty}^{\text {sph }} \simeq 1 & -\frac{2}{5}\left(2 \pi q R_{0}\right)^{2}+\frac{13}{175}\left(2 \pi q R_{0}\right)^{4}  \tag{24a}\\
\left\langle E_{\infty}^{\mathrm{ell}}\right\rangle_{\text {iso }} \simeq & 1-\frac{2}{15}(2 \pi q)^{2}\left(2 b^{2}+c^{2}\right) \\
& +\frac{(2 \pi q)^{4}}{2625}\left[97 b^{4}+32 c^{4}+66 b^{2} c^{2}\right. \\
& \left.+7\left(b^{2}-c^{2}\right)^{2} \cos (2 \psi)\right]  \tag{24b}\\
\left\langle E_{\infty}^{\mathrm{cyl}}\right\rangle_{\text {iso }} \simeq & 1-\frac{(2 \pi q)^{2}}{18}\left(6 r_{0}^{2}+L^{2}\right) \\
& +\frac{(2 \pi q)^{4}}{10800}\left[615 r_{0}^{4}+22 L^{4}+150 r_{0}^{2} L^{2}\right. \\
& \left.+5\left(3 r_{0}^{2}-L^{2}\right)^{2} \cos (2 \psi)\right] . \tag{24c}
\end{align*}
$$

**** The relevant expressions for vanishing mixing times are obtained similarly, and given by

$$
\begin{align*}
& E_{0}^{\text {sph }} \simeq 1-\frac{\left(2 \pi q R_{0}\right)^{2}}{5}(2+\cos \psi) \\
&+\frac{\left(2 \pi q R_{0}\right)^{4}}{700}(55+48 \cos \psi+5 \cos (2 \psi))  \tag{25a}\\
&\left\langle E_{0}^{\text {ell }}\right\rangle_{\text {iso }} \simeq 1-\frac{(2 \pi q)^{2}}{15}\left(2 b^{2}+c^{2}\right)(2+\cos \psi) \\
&+\frac{(2 \pi q)^{4}}{10500}\left[419 b^{4}+144 c^{4}+262 b^{2} c^{2}\right. \\
&+48\left(8 b^{4}+3 c^{4}+4 b^{2} c^{2}\right) \cos \psi \\
&\left.+\left(61 b^{4}+36 c^{4}-22 b^{2} c^{2}\right) \cos (2 \psi)\right]  \tag{25b}\\
&\left\langle E_{0}^{\text {cyl }}\right\rangle_{\text {iso }} \simeq 1-\frac{(2 \pi q)^{2}}{36}\left(6 r_{0}^{2}+L^{2}\right)(2+\cos \psi) \\
&+\frac{(2 \pi q)^{4}}{14400}\left[875 r_{0}^{4}+32 L^{4}+210 r_{0}^{2} L^{2}\right. \\
&+32\left(25 r_{0}^{4}+L^{4}+5 r_{0}^{2} L^{2}\right) \cos \psi \\
&\left.+\left(125 r_{0}^{4}+8 L^{4}-10 r_{0}^{2} L^{2}\right) \cos (2 \psi)\right] \tag{25c}
\end{align*}
$$

The correctness of the above expressions for the ellipsoidal pores can be verified by setting $b=c=R_{0}$, and comparing the result with the much simpler solutions obtained for spherical pores. Further, Cheng and Cory reported [23] that in randomly oriented ellipsoidal pores, the difference between the signal values at $\psi=0^{\circ}$ and $\psi=90^{\circ}$ is $2(2 \pi q)^{4}\left(b^{2}-c^{2}\right)^{2} / 375$. They also applied this relationship on data collected from elongated yeast cells and observed that the results are in reasonable agreement with their estimates from microscopic images of the same specimen. Note that the relationship they employed is consistent with Eq. 24b.

## 3. Double-PFG MR with arbitrary experimental parameters

The treatment above considered only limiting cases for the experimental timing parameters. Because of its simplicity, studying this regime is advantageous in understanding the main features of the MR signal decay. However, quantitatively accurate estimates of pore size and eccentricity are impossible to achieve when the true experimental parameters are not taken into consideration; the main goal of this section is to address this issue.

When a general MR experiment is considered, the full eigenspectrum of the Laplacian operator for the particular geometry influences the resulting signal attenuation. However, the eigenproblem was studied analytically only for simple geometries such as infinite parallel plates, infinite cylinders, and spheres. The capped cylinder geometry considered in this article is particularly well-suited to study the effects of experimental timing
parameters on the resolution of CSA, because this geometry can be envisioned as a combination of two parallel plates and a cylinder; such a decomposition is possible thanks to the separation of variables.

A series of theoretical developments [28-30], inspired by Robertson's original description [31], led to the formulation of the multiple correlation function (MCF) framework [25,26] that enables the derivation of analytical expressions for the diffusion-attenuated MR signal. The MCF approach yields approximate relations for general gradient waveforms, and exact expressions when the gradient waveform is piecewise constant. This technique was recently generalized to handle variations in the orientation of the gradients during the course of the MR pulse sequence [24] making it applicable to problems such as that considered in this article where the focus is on the dependence of the signal intensity on the angle between the two gradients of the double-PFG sequence.

The MCF technique employs the eigenfunctions of the Laplace operator, i.e., the solutions of the eigenproblem
$-D_{0} \nabla^{2}\langle\mathbf{r} \mid k m n\rangle=\lambda_{k m n}\langle\mathbf{r} \mid k m n\rangle$,
where $\mathbf{r}$ is the position variable, $D_{0}$ is the diffusivity, and $\lambda_{k m n}$ is the eigenvalue specified by the indices $\mathrm{k}, m$, and $n$ corresponding to the eigenvector denoted by $\langle\mathbf{r} \mid k m n\rangle$ in Dirac's bra-ket notation. We assume that these eigenfunctions obey the reflective (Neumann) boundary condition on the pore-grain interface and note that wall relaxation can be incorporated into the MCF framework using the scheme in Ref. [32]. In this section, we shall start by considering the capped cylinder geometry whose symmetry axis is oriented along the $z$-direction. In this case, the $z$-variable can be separated from the transverse polar coordinates, $r$ and $\phi$, so that $\langle\mathbf{r} \mid k m n\rangle=\langle z \mid k\rangle\langle r, \phi \mid m n\rangle$, and the corresponding eigenvalue is given by
$\lambda_{k m n}=\left(\frac{\pi^{2} k^{2}}{L^{2}}+\frac{\alpha_{m n}^{2}}{r_{0}^{2}}\right) D_{0}$,
where $\alpha_{m n}$ is the $n$-th zero of the derivative of the $m$-th order Bessel function.

Consider a pulse sequence with $N$ intervals, so that during the $j$ th interval, whose duration is denoted by $\delta_{j}$, the corresponding gradient vector, denoted by $\mathbf{G}_{j}$, is constant and leads to the $\mathbf{q}$-vector, $\mathbf{q}_{j}=(2 \pi)^{-1} \gamma \delta_{j} \mathbf{G}_{j}$. The resulting MR signal can be simply written to be
$E=\langle 000| \prod_{j=1}^{N} e^{M_{j}}|000\rangle^{*}$,
where
$M_{j}=-\Lambda \delta_{j}+i 2 \pi \mathbf{q}_{j} \cdot \mathbf{F}^{\dagger}$.
In the above expression, $\Lambda$ is an infinite-dimensional diagonal matrix whose elements are proportional to the eigenvalues, i.e.,
$\langle k m n| \Lambda\left|k^{\prime} m^{\prime} n^{\prime}\right\rangle=\lambda_{k m n}\left\langle k \mid k^{\prime}\right\rangle\left\langle m \mid m^{\prime}\right\rangle\left\langle n \mid n^{\prime}\right\rangle$,
and $\mathbf{F}$ is a vector operator whose $\left(k m n, k^{\prime} m^{\prime} n^{\prime}\right)$-th component is given by
$\langle k m n| \mathbf{F}\left|k^{\prime} m^{\prime} n^{\prime}\right\rangle=\int_{V_{0}} d \mathbf{r}\langle k m n \mid \mathbf{r}\rangle \mathbf{r}\left\langle\mathbf{r} \mid k^{\prime} m^{\prime} n^{\prime}\right\rangle=\left(\begin{array}{c}\langle m n| T_{a}\left|m^{\prime} n^{\prime}\right\rangle\left\langle k \mid k^{\prime}\right\rangle \\ \langle m n| T_{b}\left|m^{\prime} n^{\prime}\right\rangle\left\langle k \mid k^{\prime}\right\rangle \\ \langle k| P\left|k^{\prime}\right\rangle\left\langle m \mid m^{\prime}\right\rangle\left\langle n \mid n^{\prime}\right\rangle\end{array}\right)$
for the three-dimensional capped cylinder geometry considered here. The components of the matrices $T_{a}$ and $P$ are provided in Ref. [25], whereas the elements of $T_{b}$ are derived from those of $T_{a}$ in Ref. [24]. Here we reproduce them for completeness:

$$
\begin{align*}
\langle k| P\left|k^{\prime}\right\rangle= & \begin{cases}L / 2 & \text { if } k=k^{\prime} \\
L \varepsilon_{k} \varepsilon_{k^{\prime}} \frac{\left((-1)^{\left.k+k^{\prime}-1\right)\left(k^{2}+k^{\prime 2}\right)}\right.}{\pi^{2}\left(k^{2}-k^{\prime 2}\right)^{2}} & \text { if } k \neq k^{\prime}\end{cases}  \tag{32a}\\
\langle m n| T_{a}\left|m^{\prime} n^{\prime}\right\rangle= & r_{0}\left(\left\langle m \mid m^{\prime}+1\right\rangle+\left\langle m \mid m^{\prime}-1\right\rangle\right) \\
& \times\left(1+\langle m \mid 0\rangle+\left\langle m^{\prime} \mid 0\right\rangle\right)^{1 / 2} \\
& \times \beta_{m n} \beta_{m^{\prime} n^{\prime}} \frac{\alpha_{m n}^{2}+\alpha_{m^{\prime} n^{\prime}}^{2}-2 m m^{\prime}}{\left(\alpha_{m n}^{2}-\alpha_{m^{\prime} n^{\prime}}^{2}\right)^{2}}  \tag{32b}\\
\langle m n| T_{b}\left|m^{\prime} n^{\prime}\right\rangle= & i r_{0}\left(\left\langle m \mid m^{\prime}+1\right\rangle-\left\langle m \mid m^{\prime}-1\right\rangle\right) \\
& \times\left(1+\langle m \mid 0\rangle+\left\langle m^{\prime} \mid 0\right\rangle\right)^{1 / 2} \\
& \left.\times \beta_{m n} \beta_{m^{\prime} n^{\prime}} \frac{\alpha_{m n}^{2}+\alpha_{m^{\prime} n^{\prime}}^{2}-2 m m^{\prime}}{\left(\alpha_{m n}^{2}-\alpha_{m^{\prime} n^{\prime}}^{2}\right.}\right)^{2}, \tag{32c}
\end{align*}
$$

where

$$
\begin{align*}
\varepsilon_{k} & =(2-\langle k \mid 0\rangle)^{1 / 2}  \tag{33a}\\
\beta_{m n} & =\left\{\begin{array}{ll}
1 & \text { if } m=n=0 \\
\frac{\alpha_{m n}}{\left(\alpha_{m n}^{2}-m^{2}\right)^{1 / 2}} & \text { otherwise }
\end{array} .\right. \tag{33b}
\end{align*}
$$

Clearly, the matrix $\Lambda$ can be written as
$\langle k m n| \Lambda\left|k^{\prime} m^{\prime} n^{\prime}\right\rangle=\left\langle m \mid m^{\prime}\right\rangle\left\langle n \mid n^{\prime}\right\rangle\langle k| \Lambda_{\|}\left|k^{\prime}\right\rangle+\left\langle k \mid k^{\prime}\right\rangle\langle m n| \Lambda_{\perp}\left|m^{\prime} n^{\prime}\right\rangle$,
where the components of $\Lambda_{\|}$, and $\Lambda_{\perp}$ are given by

$$
\begin{align*}
\langle k| \Lambda_{\|}\left|k^{\prime}\right\rangle & =\frac{D_{0} \pi^{2} k^{2}}{L^{2}}\left\langle k \mid k^{\prime}\right\rangle  \tag{35a}\\
\langle m n| \Lambda_{\perp}\left|m^{\prime} n^{\prime}\right\rangle & =\frac{D_{0} \alpha_{m n}^{2}}{r_{0}^{2}}\left\langle m \mid m^{\prime}\right\rangle\left\langle n \mid n^{\prime}\right\rangle . \tag{35b}
\end{align*}
$$

This decomposition makes a similar decomposition for $M_{j}$ possible:
$M_{j}=M_{j \|}+M_{j \perp}$,
where
$\langle k m n| M_{j \|}\left|k^{\prime} m^{\prime} n^{\prime}\right\rangle=\left[-\langle k| \Lambda_{\|}\left|k^{\prime}\right\rangle \delta_{j}+i 2 \pi\left(\mathbf{q}_{j}\right)_{z}\langle k| P\left|k^{\prime}\right\rangle\right]\left\langle m \mid m^{\prime}\right\rangle\left\langle n \mid n^{\prime}\right\rangle$
$\langle k m n| M_{j \perp}\left|k^{\prime} m^{\prime} n^{\prime}\right\rangle=\left[-\langle m n| \Lambda_{\perp}\left|m^{\prime} n^{\prime}\right\rangle \delta_{j}+i 2 \pi\left(\mathbf{q}_{j}\right)_{x}\langle m n| T_{a}\left|m^{\prime} n^{\prime}\right\rangle\right.$

$$
\begin{equation*}
\left.+i 2 \pi\left(\mathbf{q}_{j}\right)_{y}\langle m n| T_{b}\left|m^{\prime} n^{\prime}\right\rangle\right]\left\langle k \mid k^{\prime}\right\rangle \tag{37b}
\end{equation*}
$$

where we dropped the " $\dagger$ " sign as $\mathrm{P}, T_{a}$, and $T_{b}$ are all Hermitian. Using the expressions above, it is straightforward to show that $M_{j| |}$ commutes with $M_{j \perp}$. Therefore,
$e^{M_{j}}=e^{M_{j \|}+M_{j \perp}}=e^{M_{j \|}} e^{M_{j \perp}}$.
More generally, note that
$e^{M_{j \mid}+M_{j^{\prime} \perp}}=e^{M_{j \mid}} e^{M_{j^{\prime} \perp}}$.
Employing the above identities in Eq. 28 yields
$E=\langle 0|\langle 00|\left(\prod_{j=1}^{N} e^{M_{j \|}}\right)\left(\prod_{j^{\prime}=1}^{N} e^{M_{j^{\prime} \perp}}\right)|0\rangle|00\rangle^{*}=E_{\| \mid} E_{\perp}$,
where
$E_{\|}=\langle 0| \prod_{j=1}^{N} e^{-\Lambda \delta_{j}+i 2 \pi q_{j \mid} P}|0\rangle^{*}$
$E_{\perp}=\langle 00| \prod_{j=1}^{N} e^{-\Lambda \perp \delta_{j}+i 2 \pi q_{j a} T_{a}+i 2 \pi q_{j b} T_{b}}|00\rangle^{*}$,
where $q_{j \|}$ is the component of the $\mathbf{q}_{j}$-vector along the cylinder's symmetry axis, whereas $q_{j a}$ and $q_{j b}$ are the components of $\mathbf{q}_{j}$ perpendicular to each other and to the lateral surface of the cylinder. When the cylinder is oriented along an arbitrary direction $\hat{\mathbf{u}}$, spec-
ified by the polar angle $\theta$ and the azimuthal angle $\phi$, the decomposition of $\mathbf{q}_{j}$ can be obtained through the dot products
$q_{j| |}=\mathbf{q}_{j} \cdot \hat{\mathbf{u}}$
$q_{j a}=\mathbf{q}_{j} \cdot \hat{\mathbf{v}}$
$q_{j b}=\mathbf{q}_{j} \cdot \hat{\mathbf{w}}$,
where
$\hat{\mathbf{u}}=\left(\begin{array}{l}\sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta\end{array}\right)$
$\hat{\mathbf{v}}=\left(\begin{array}{l}\cos \theta \cos ^{2} \phi+\sin ^{2} \phi \\ -(1-\cos \theta) \sin \phi \cos \phi \\ -\sin \theta \cos \phi\end{array}\right)$
$\hat{\mathbf{w}}=\left(\begin{array}{l}-(1-\cos \theta) \sin \phi \cos \phi \\ \cos \theta \sin ^{2} \phi+\cos ^{2} \phi \\ -\sin \theta \sin \phi\end{array}\right)$.
Eq. 40 suggests that the separation of variables in the eigenproblem of Eq. 26 makes it possible to express the signal attenuation for a three-dimensional geometry obtained via an arbitrary gradient waveform as a product of signal decays due to one- and two-dimensional geometries. This fact was used somewhat intrinsically in Ref. [33].

When the double-PFG experiment depicted in Fig. 1 is concerned, the "||", and " $\perp$ " components of E can be written in a straightforward manner as

$$
\begin{align*}
E_{\|}= & \langle 0| e^{-\Lambda_{\|} \delta+i 2 \pi q_{1 \mid} P} e^{-\Lambda_{\|}(\Lambda-\delta)} e^{-\Lambda_{\|} \delta-i 2 \pi q_{1 \mid} P} e^{-\Lambda_{\|}\left(t_{m}-\delta\right)} \\
& e^{-\Lambda_{\|} \delta-i 2 \pi q_{2 \mid} P} e^{-\Lambda_{\|}(\Delta-\delta)} e^{-\Lambda_{\|} \delta+i 2 \pi q_{2 \mid} P}|0\rangle^{*}  \tag{44a}\\
E_{\perp}= & \langle 00| e^{-\Lambda_{\perp} \delta+i 2 \pi q_{1 a} T_{a+}+i 2 \pi q_{1 b} T_{b}} e^{-\Lambda_{\perp}(\Delta-\delta)} \\
& e^{-\Lambda_{\perp} \delta-i 2 \pi q_{1 a} T_{a}-i 2 \pi q_{1 b} T_{b}} e^{-\Lambda_{\perp}\left(t_{m}-\delta\right)} \\
& e^{-\Lambda_{\perp} \delta-i 22 q_{2 a} T_{a}-i 2 \pi q_{2 b} T_{b}} e^{-\Lambda_{\perp}(\Lambda-\delta)} \\
& e^{-\Lambda_{\perp} \delta+i 2 \pi q_{2 a} T_{a}+i 2 \pi q_{2 b} T_{b}}|00\rangle^{*} \tag{44b}
\end{align*}
$$

where we have taken the duration $(\delta)$ and the separation ( $\Delta$ ) of the gradients in each PFG block to be the same. The product of $E_{\|}$and $E_{\perp}$ as defined above yields $E\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \hat{\mathbf{u}}\right)$, which can be plugged into Eq. 6 to obtain the MR signal attenuation predicted for double-PFG acquisitions with arbitrary experimental parameters and for general distributions of cylindrical pores.

## 4. Simulations

In this section, we illustrate our findings based on the theory described above. All results are presented for the three special geometries considered. For meaningful comparison of the results for different geometries, we developed a unified definition for the q-value. This definition is obtained by setting the quadratic terms in the Taylor series expansion to be equal in all geometries yielding the relations between the dimensions of different pore shapes. The attenuation at very small $q$-values for different geometries is then approximately equal and on the same order of magnitude at higher $q$-values. Interestingly, the quadratic terms of the expressions for $t_{\mathrm{m}}=0$ (Eqs. (25a-c)) and $t_{\mathrm{m}} \rightarrow \infty$ (Eqs. (24a-c)) yield the same correspondences in all geometries. The relevant expressions are
$b^{2}=\frac{3}{2+\epsilon^{2}} R_{0}^{2}$
$r_{0}^{2}=\frac{18}{5\left(3+2 \epsilon^{2}\right)} R_{0}^{2}$,
where $\epsilon=c / b$ for the ellipsoidal geometry and $\epsilon=L /\left(2 r_{0}\right)$ for the cylindrical pores as defined earlier. The correspondence relations above make it possible to define the q -values using the dimensionless quantity $q R_{0}$ for all three geometries.

In addition, we shall define two simple quantities, $\mu$ and $\sigma$, which can be estimated from the MR signal profile through the relations
$\mu=\frac{E\left(\psi=180^{\circ}\right)}{E\left(\psi=0^{\circ}\right)}$
$\sigma=\frac{E\left(\psi=0^{\circ}\right)}{E\left(\psi=90^{\circ}\right)}$.
These quantities are expected to quantify different features of the angular double-PFG signal profile.

In Fig. 4, the simulation results predicted for the double-PFG acquisitions with ideal experimental parameters are depicted.

The signal attenuation profiles at long mixing times are shown in the left column; where in the right column are the signal profiles for vanishing mixing times. In the long mixing time regime, spherical pores exhibit no angular dependence ( $\mu=\sigma=1$ ) even at very large $q$-values. When the simulations are repeated for isotropically distributed ellipsoids and cylinders $(\epsilon=4)$, an angular dependence is observed. Note that the $\mu$-values are still identically 1 for all $q$ values considered. On the other hand, $\sigma$ values, which are approximately 1 at small $q$, increase with increasing $q$-values. Therefore, an angular dependence at long mixing times and reasonably high $q$-values can be considered to be a signature for CSA.

The profiles for short mixing times are generally more complicated than their counterparts in the $t_{\mathrm{m}} \rightarrow \infty$ regime. In spherical pores, bell-shaped curves $(\mu>1, \sigma<1)$ appear at small $q$-values, which is a signature for restricted diffusion, or $\mu A$, at small $t_{\mathrm{m}}$-values. The profiles at high $q$-values are complicated by the diffrac-


Fig. 4. The double-PFG NMR signal at long (left column) and vanishing (right column) mixing times. The top row depicts the signal attenuation values for spherical pores of radius $R_{0}$ at five different $q$-values. Corresponding signal attenuation profiles for randomly oriented ellipsoidal pores with $\epsilon=c / b=4$ are demonstrated in the middle row. Finally, the bottom row shows the signal attenuation profiles for randomly oriented cylindrical pores with $\epsilon=L /\left(2 r_{0}\right)=4$. The $q$-values are chosen such that the quadratic term of the signal attenuation is the same in all geometries. The continuous and dotted portions of each curve correspond, respectively, to the positive and the negative signal values after taking their absolute values.
tion-like features, which will be discussed below. The profiles for ellipsoidal and cylindrical pores suggest similar behavior at small values of $q R_{0}$. However, when $q R_{0}=0.5, \sigma$ becomes larger than 1 as a result of the higher "frequency" oscillations of the signal. All of these findings could be predicted to some extent based on the Taylor series representation of the signal intensity.

The dotted sections of the curves in Fig. 4 represent the absolute values of the negative-valued portions of the profiles. As predicted in [19], at long mixing times, the signal, when plotted as a function of $q$, rebounds from the horizontal axis (at $q R_{0} \simeq 0.71$ for spherical pores) and the signal is positive-valued throughout. The left column of Fig. 4 is consistent with these predictions, which explain why the signal for spherical pores at $q R_{0}=0.75$ is smaller than that at $q R_{0}=1$. Note that the same behavior is not observed for the other geometries as a result of the smoothing effect of the heterogeneity of the specimen at long mixing times. Unlike the problem considered in Ref. [19]; however, this heterogeneity is not due to the variations in the pore sizes, but occurs as a result of orientational incoherence. Consistently with [19], at short mixing times, negative signal values are observed at half the q-value at which the signal rebounds in the long $t_{\mathrm{m}}$ regime. Interestingly, the diffraction-related zero-crossing of the MR signal is predicted even for randomly distributed ellipsoids and cylinders, suggesting the robustness of the diffraction effects to the orientational dispersion of the pores.

In the simulations presented in Fig. 4 as well as in those discussed below, the evaluation of the orientational average in Eqs. 6 and 7 was performed using an iterated Gaussian quadrature scheme with 48 transformation points. In principle, one can use the Taylor series representation as an alternative. To assess the performance of such an approach, in Fig. 5 we plot the signal attenuation against the $q R_{0}$ value. We show the results for $\psi=90^{\circ}$ and note that similar curves were obtained for other angles. The solid lines show the actual attenuation curves, whereas the dotted line shows the approximation to the real values when the Taylor series is terminated after the quadratic term. Because of our definition for the q-value above, all three geometries share the same quadratic term, hence only one curve is plotted. When the fourth-order terms are included as well, the curves plotted with dashed lines are obtained. It is clear that these curves have only a very limited range of validity beyond what is already provided by the quadratic term. Further, in this range of validity, the signal attenuation values for spherical and anisotropic pores are very similar. Therefore, we conclude that, the Taylor series representation of the MR signal is unlikely to provide reliable resolution of CSA. Of course, the ability to incorporate arbitrary $q$-values has additional benefits. For example, in highly anisotropic pores, the error introduced by
terminating the Taylor series at the fourth-order term is $\mathcal{O}\left((2 \pi q a)^{6}\right)$, where $a$ is the longest end-to-end distance, hence this error can be very large-larger than some of the terms in the fourth-order term in highly anisotropic pores.

Now we shall focus on the double-PFG experiment at the long mixing time $\left(t_{\mathrm{m}} \rightarrow \infty\right)$ regime, and examine the effect of pore eccentricity on the angular signal profiles. The results for various values of $\epsilon$ for the randomly distributed populations of ellipsoidal and cylindrical pores are demonstrated in Fig. 6. In these simulations $q R_{0}$ is fixed at the value of 0.25 . The curves plotted in red show the signal profiles for prolate shaped pores; those in green depict the signal profiles for oblate shaped pores. Finally, the black curves in both panels demonstrate the signal for $\epsilon=1$. Ellipsoids with an $\epsilon$ value of 1 are just spheres. Therefore, no angular variation is observed, as expected $(\sigma=1.000)$. Although very slight angular variation exists in the simulation of cylindrical pores with $\epsilon=1(\sigma=1.003)$, the resulting fluctuation is too small and the corresponding curve is not distinguishable from a constant line. When the $\epsilon$ value is increased, in both geometries, prolate shaped pores yield larger angular contrast (e.g., in ellipsoidal pores, $\sigma=1.264$ at $\epsilon=1000$, and $\sigma=1.097$ at $\epsilon=1 / 1000$ ). In the case of prolate geometries, increasing $\epsilon$ beyond the value of 15 ( $\sigma=1.258$ ) led to only a slight change in the angular profiles. Similarly in the case of oblate pores, $\epsilon$ values smaller than 0.1 all yielded approximately the same profiles. These observations suggest that there is a finite range of CSA values that can be extracted from double-PFG signal at long mixing times. In other words, the inverse problem of obtaining the CSA value from the double-PFG signal is ill-posed if the pores are very anisotropic.

So far we discussed only isotropically distributed pores, which can be seen as the first component in a series formed with spherical harmonics when more general ensembles are encountered (see Eq. 6 ). On the other extreme is a population of perfectly coherent anisotropic pores. In this case, the solution is easier to obtain as no orientational averaging is necessary. In the top row of Fig. 7 we show the signal profiles when an ensemble of ellipsoidal pores is coherently oriented along the $z$-direction. In these simulations, the first gradient is set along the $x$-direction, and the direction of the second gradient is specified by the polar angle $\theta$, and the azimuthal angle $\phi$. We plot the signal against $\phi$ for various values of $\theta$. Clearly, for coherently oriented pores, the signal does not depend on $\phi$ at long mixing times although the angle between the two gradient directions does vary. However, one obtains different values for different polar angles, which can be considered a signature for EA. This behavior is very similar to what is obtained in single-PFG acquisitions and enables the extraction of the orientation of the pores.


Fig. 5. The signal attenuation plotted against the dimensionless $q$-value when the angle between the two gradients of the double-PFG experiment ( $\psi$ ) was set to $90^{\circ}$. The plot on the left shows the results at long mixing times; the right panel depicts the signal attenuation curves when $t_{\mathrm{m}}=0$. The continuous lines illustrate the correct signal values for the geometries of spherical, ellipsoidal, and cylindrical pores. Ellipsoidal and cylindrical pore geometries (with $\epsilon=4$ ) are obtained by isotropically distributing the respective anisotropic pores. The dotted curve depicts the signal up to the quadratic term, which, by choice, yields the same values for all three geometries. When the fourthorder term is also incorporated, one obtains the signal attenuation curves shown as dashed lines.


Fig. 6. The double-PFG signal attenuation at long mixing times $\left(t_{\mathrm{m}} \rightarrow \infty, q R_{0}=0.25\right)$ plotted against the angle between the two gradients ( $\psi$ ). The simulated specimen is a randomly oriented ensemble of ellipsoidal (left) and cylindrical (right) pores with varying values of pore eccentricity, or compartment shape anisotropy. The red and green curves depict prolate and oblate pore shapes, respectively.


Fig. 7. The double-PFG signal at long mixing times $\left(t_{\mathrm{m}} \rightarrow \infty, q R_{0}=0.2\right)$ for spheroidal pores with $\epsilon=4$. The first gradient is fixed along the $x$-direction; the orientation of the second gradient is specified by the polar angle $\theta$ and the azimuthal angle $\phi$. The top panel in the right column depicts the signal profiles for pores coherently oriented along the $z$-axis. The left panel in the bottom row shows the signal profiles for an ensemble of pores whose mean orientation is along the $z$-axis, but suffers from some angular dispersion. The panel on the right side of bottom row depicts the signal profiles when a bimodal distribution of pore orientations is considered where the two modes are centered around the $y$ - and $z$-axes, respectively. The glyphs illustrate the orientation distribution functions assumed in the plots in the bottom row.

The left panel of the bottom row of Fig. 7 illustrates the corresponding plots for an ensemble of pores whose orientations are distributed around the z-direction. The underlying orientation distribution function is described by a second order Cartesian tensor whose principal eigenvalue was taken to be 5 times the other two eigenvalues. In obtaining the $f_{l m}$ coefficients corresponding to the Cartesian tensor, the relationships in Ref. [34] were employed. Clearly, angular features characteristic of CSA start to develop. To understand this, we consider only the curves drawn with continuous lines, which correspond to $\theta=90^{\circ}$. In this case, the angle between the gradients, $\psi$, is equal to $\phi$. Note that when $\theta=90^{\circ}$, the second gradient vector spans the intersection of the
pore wall and the xy-plane. When the pores are coherently oriented, all such cross sections are circular, i.e., they do not possess shape anisotropy, leading to a constant value for the signal. However, when there is a distribution of pores, the curve that is defined by the intersection of the $x y$-plane and the ellipsoid is, in general, elliptical. Therefore, the CSA is observed for such ensembles. Finally, in the last panel of Fig. 7, we simulate an ensemble comprising two fiber bundles, where the average orientations of the two bundles are along the $y$ and $z$ axes, respectively. Such an orientation distribution function was obtained from an eighth order spherical tensor, whose elements were computed using the techniques in Ref. [35]. The resulting angular dependence is due to the superpo-
sition of the effects of cross-sectional CSA of the bundle along the $z$-direction, and the EA of the bundle along the $y$-direction.

The geometry consisting of isotropically distributed cylinders with $\epsilon=4$ and $q R_{0}=0.2 \quad\left(r_{0}=2.5 \mu \mathrm{~m}, L=20 \mu \mathrm{~m}\right.$, and $q=25.7 \mathrm{~mm}^{-1}$ ) is used to demonstrate the effects of deviations in the experimental timing parameters from their ideal values. First, we show the effect of variations in the mixing times. As can be seen in the top panel of Fig. 8, when $t_{\mathrm{m}}$ is short, the bell-shaped curve characteristic of $\mu \mathrm{A}$ is predicted ( $\mu=1.512$ and $\sigma=0.875$ at $\left.t_{\mathrm{m}}=1.5 \mathrm{~ms}\right)$. This profile that resembles the $-\cos \psi$ function gradually evolves into a $\cos (2 \psi)$-like curve. When long $t_{\mathrm{m}}$-values are achieved, the correlation within each pore is lost, suppressing the effects of $\mu \mathrm{A}$, and curves characteristic of CSA are observed ( $\mu=1.000$ and $\sigma=1.090$ at $t_{\mathrm{m}}=200 \mathrm{~ms}$ ). In the second panel of the same figure the effect of variations in $\Delta$ is shown when $t_{\mathrm{m}}$ is taken to be relatively long. The angular contrast due to CSA is gradually lost as $\Delta$ is shortened ( $\sigma=1.090$ at $\Delta=200 \mathrm{~ms}$, and $\sigma=1.021$ at $\Delta=15 \mathrm{~ms}$ ). However, prolonging the $\Delta$ values


Fig. 8. In all plots, an ensemble of randomly distributed cylindrical pores with $\epsilon=4$ is considered. The signal values at $q R_{0}=0.2$ are plotted against the angle between the two gradients of the double-PFG experiment. Top panel: the effect of varying the mixing time when $\delta=1 \mathrm{~ms}$, and $\Delta=200 \mathrm{~ms}$. Middle panel: the effect of variations in the diffusion pulse separation when $t_{\mathrm{m}}=200 \mathrm{~ms}$, and $\delta=1 \mathrm{~ms}$. Bottom panel: the effect of varying the diffusion pulse duration when the other timing parameters are set to $t_{\mathrm{m}}=\Delta=200 \mathrm{~ms}$.
beyond 100 ms does not create a significant change in the angular pattern. Finally, in the last panel we show the effects of variations in the diffusion pulse duration. A clearer delineation of the angular variations is possible if short gradient pulses are employed ( $\sigma=1.091$ at $\delta=0.001 \mathrm{~ms}$, and $\sigma=1.005$ at $\delta=150 \mathrm{~ms}$ ). Perhaps the most important observation in this panel is that even 1 ms pulses appear to create a significant change in the signal profiles supporting the view that if experimental timing parameters are not considered, deviations from true values are unavoidable even when 1 ms diffusion pulses are used.

## 5. Discussion and conclusion

The double-PFG observation of diffusion in anisotropic pores has been addressed to some extent in Ref. [21]. There, explicit relationships for the quadratic term of the signal decay was employed for isotropic compartments in one, two, and three dimensions; in all cases it was possible to denote the compartment size via a single variable. In addition, the solution for two-dimensional isotropic pores (circles) was combined with the solution for free diffusion to obtain the relevant expressions for infinitely long cylinders. Clearly, such a geometry can be considered to be a limiting case of the cylindrical as well as ellipsoidal pore shapes treated in this article. However, since only one size-variable was employed, CSA cannot be quantified using the formulations in Ref. [21]. One of the goals of this article was to expand the model to enable the estimation of CSA directly from double-PFG data. As discussed above, there is a limit to the anisotropy that can be quantified using the methods presented in this article and the above formulations are relevant for moderately anisotropic pores. Therefore, when the pores are very anisotropic, the techniques presented in Ref. [21] can also be employed to assess the diameter of the fibers.

In a recent study, the estimates for pore size were obtained from the quadratic term of the double-PFG MR signal attenuation [36] at short mixing times. Such an approach has serious limitations for at least two reasons. (i) The experiments are assumed to be performed in ideal experimental parameters. However, a more recent study [22] decisively established that in small pores, such as those relevant in the examinations of biological tissue, the finite duration of the pulses creates significant deviations in the size estimates; $\approx 20 \%$ deviations were reported in $5 \mu \mathrm{~m}$ diameter tubes when the pulse duration was set to 7.5 ms . (ii) Although the technique in Ref. [36], and its more recent variant in Ref. [37] are said to hold for arbitrary pore shapes, the estimated quantity, $\left\langle r^{2}\right\rangle$ can be interpreted appropriately only if the underlying geometry is known. As we showed in the definition of a unified $q$-value above, identical values of $\left\langle r^{2}\right\rangle$, hence the quadratic term, are possible in spherical and anisotropic pores. As the pore shape gets elongated, pores enclosing smaller volumes yield the same $\left\langle r^{2}\right\rangle$ value. Therefore, the $\left\langle r^{2}\right\rangle$ value estimated from the quadratic term of the signal decay has limited value by itself except when isotropic pores are considered as in Ref. [21]. In fact, the treatment in [21] does not suffer from the need to perform the experiment with ideal experimental parameters (point (i) above) either as all experimental timing parameters are incorporated. It should be noted that although the small $q$-value assumption employed in Ref. [21] as well as [36] can lead to some bias, this bias can be removed simply by computing the decay rate along each direction near the $q=0$ point; this scheme was employed in Ref. [22]. An even better alternative that does not require acquisitions at different $q$-values is the scheme in Ref. [24]. Clearly, the incorporation of two size parameters, as was done in this work, enables a better interpretation of the underlying geometry for a greater range of pore shapes. Moreover, the assumption of cylindrical pore shape provides the further advantage that all experimental parameters can be taken into account.

The problem of characterizing the CSA becomes tractable when the pores are assumed to be ellipses or cylinders. However, incorporation of the experimental parameters was presented only for cylindrical pores. Figs. 4-6 suggest that the predicted signal profiles for these geometries are very similar especially when the qvalue is not very high. An important special case involves the spherical pores, or equivalently ellipsoidal pores with $\epsilon=1$. Although it is not a special case of cylindrical pores, the simulations of cylindrical pores with $\epsilon=1$ yield approximately constant signal profiles. This result suggests that if the specimen is composed of spherical compartments, and the model of cylindrical compartments was fitted, the estimate for $L$ would be approximately equal to $2 r_{0}$. This result justifies the definition $\epsilon=L /\left(2 r_{0}\right)$ for cylindrical pores. Based on the resemblance between the profiles for ellipsoidal and cylindrical pores, we can say that a signal profile obtained from cylindrical pores can be fitted with a model based on elliptical pores and vice versa. In most biological specimens, e.g., in brain white-matter or in elongated yeast cells, sharp boundaries such as those in the capped cylinder geometry are highly unlikely. However, in the micrographs obtained from these cells, the cross sectional diameter of the cells does not seem to vary significantly except at the very ends, hence resembling the cylindrical geometry. Although the actual shape of the compartments in real life specimens will certainly be more complicated than the shapes that can be handled analytically, we expect that for a fairly large class of shapes, reasonable approximations can be achieved if the pores are assumed to be cylindrical or ellipsoidal.

In the quest to characterize anisotropy at different length scales, an earlier work [38] exploited the local anisotropy induced by macroscopic interfaces to map orientations perpendicular to the boundaries enclosing pores that are larger than the voxel size (see Ref. [39] as well). To this end, single-PFG acquisitions are appropriate. Such anisotropy is the same kind of anisotropy referred to as $\mu \mathrm{A}$ in this article although the pore sizes may be much smaller than the voxel size. Because the relevant length scale for this kind of anisotropy to emerge is on the order of the mean squared displacements of the diffusing molecules, the term microscopic anisotropy ( $\mu \mathrm{A}$ ) was used to refer to such anisotropy [21]. At a much coarser length scale, the coherence of the elongated pores gives rise to ensemble anisotropy (EA). In this article, anisotropy at an intermediate length scale (CSA) as reflected on double-PFG measurements was addressed, filling in the important gap between the problems tackled in previous publications.

Previously, the scaling characteristics of diffusion within disordered media were characterized by varying the diffusion pulse separation in single-PFG acquisitions [40]. Clearly, varying the gradient orientation in double-PFG acquisitions provides an alternative means to procure information at different length scales. One route to extract such information involves fitting the model to data. For example, if the cylindrical geometry is chosen, then the unknowns are the $f_{l m}$ coefficients characterizing the EA at the gross length scale, and $r_{0}$ and L at the compartmental length scale, which provide an estimate for pore volume as well as eccentricity, or CSA. Note that although acquiring the data at long mixing times may be preferred as it provides a signature for CSA, the estimations of the same quantities can be performed at short and intermediate values of the mixing time as well.
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